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Agenda

- Introduction
- Discussion on Resources
- NLP Applications for Mental Health
- Hands-on + interactive session
- NLP to Enhance Online Peer Therapy
- Current state of mental health x NLP
- Ethical Considerations
- Conclusion



Mental Health

Key Facts

- Strategies to promote, protect and restore mental health.

- Mark the actions on mental health as urgent.

- Mental health has intrinsic and instrumental value.

Mental health is a state of mental well-being that enables people to cope with the 
stresses of life, realize their abilities, learn well and work well, and contribute to their 
community.



Source: IHME, 2019 (98); WHO, 2021 (5).

Reality of Mental Health Conditions 



Source: IHME, 2019 (99)

Reality of Mental Health Conditions 

Region Wise

Gender vs Symptoms



Pandemic and Rising Mental Health Issues 

Post COVID
Surge

https://www.nytimes.com/2021/02/17/well/mind/therapy-appointments-shortages-pandemic.html

“‘Nobody Has Openings’: Mental Health Providers Struggle to Meet Demand”
– New York Times

https://www.kff.org/coronavirus-covid-19/issue-brief/the-implications-of-covid-19-for-mental-health-and-substance-use/



https://economictimes.indiatimes.com/magazines/panache/india-has-0-75-psychiatrists-per-100000-people-can-telepsychiatry-bridge-the-gap-between-mental-health-experts-patients/

?



Avatar Therapy

https://www.frontiersin.org/articles/10.3389/fpsyt.2016.00186/full

https://wellcome.org/news/avatar-therapy-early-trial-results-very-encouraging



Tech is working out

Manual

- Individual Counseling
- Peer Counseling

Automatic

- Virtual Mental Health Assistants

Hybrid

- Human-AI Collaboration

Tech Savvy

Tech Savvy



Human-AI Collaboration | VMHAs
Automatic-cum-hybrid

- Many new virtual mental health assistants emerged.

- Generally assistants focus on generating helpful responses and 
understanding patients.



ChatGPT 
A one stop solution ?

Source: News Media vice.com



We need modular AI-based solution

We don’t need an All-in-One package



Modular Approach?
● Specialized Dialog Systems
● Dialog Understanding
● Dialog Summarization
● Datasets

Early age chatbots: ELIZA
New age: Dialog GPT, etc.

Recent Development in 
Neural Dialogue Systems

Study of works related to
- Dialogue-acts
- Emotion Recognition
- Dialogue Topic 

Summarization Systems
- Extractive & Abstractive
- Standard Abstractive 

Summarization 
Approaches and metrics.



● Specialized Dialog Systems
● Dialog Understanding
● Dialog Summarization
● Datasets

Dialog Understanding Dialog Summarization Mental Health Counseling

Switchboard Corpus
MRDA Corpus
Reddit Corpus

AMI Meeting
SAMSum

DialogSum
HET Data (Chinese)
Dr. Summarize Data

MIE Dialogue

Crisis TextLine (Private)
Talklife (Private)

Reddit MH Dataset

-- Jeremy Ang, Yang Liu, and Elizabeth Shriberg. 2005.Automatic dialog act segmentation and classification in multiparty meetings. In 2005 IEEE International Conference on Acoustics, Speech, and Signal Processing, 
ICASSP ’05, pages 1061–1064.
-- Andreas Stolcke, Klaus Ries, Noah Coccaro, Elizabeth Shriberg, Rebecca Bates, Daniel Jurafsky, Paul Taylor,  Rachel  Martin,  Marie  Meteer,  and  Carol  VanEss-Dykema. 2000.   Dialogue act modeling for automatic  tagging  
and  recognition  of  conversational speech.Computational Linguistics, 26(3):339–371.
-- Jean Carletta, Simone Ashby, Sebastien Bourban, Mike Flynn,   Mael  Guillemot,   Thomas  Hain,   Jaroslav Kadlec,  Vasilis  Karaiskos,  Wessel  Kraaij,  Melissa Kronenthal,   Guillaume   Lathoud,   Mike   Lincoln, Agnes  
Lisowska,   Iain  McCowan,   Wilfried  Post, Dennis Reidsma, and Pierre Wellner. 2006. The ami meeting corpus:  A pre-announcement.  In Machine Learning for Multimodal Interaction, pages 28–39, Berlin,
-- Yulong Chen, Yang Liu, Liang Chen, and Yue Zhang. 2021. DialogSum:   A  real-life  scenario  dialogue summarization dataset.
-- Yuanzhe Zhang,  Zhongtao Jiang,  Tao Zhang,  Shiwan060Liu, Jiarun Cao, Kang Liu, Shengping Liu, and Jun Zhao. 2020.  MIE: A medical information extractor towards  medical  dialogues. In Proceedings of the 58th Annual 
Meeting of the Association for Computational Linguistics, pages 6460–6469, Online. Association for Computational Linguistics.

CONVERSATIONAL 
DATASETS 

UNAVAILABLE

NEED
for quality counseling 

conversational 
DATASET

Modular Approach?



Current Literature

Data Domain Purpose Motivation MH Target

Audio Detecting Symptoms Assist in the early diagnosis and longitudinal monitoring of mental 
illness symptoms in everyday speech conversation.

Depression

Accelerometer Detecting symptoms To accurately detect depression from very easy to obtain motor activity. Depression

Body (skin 
conductance)

Detecting symptoms To aid non-intrusive measures of PTSD symptom severity through skin 
conductance responses;
reducing need for self-report.

PTSD

Audio (counselling 
session)

Improving treatment To effectively assess therapist performance to aid their skills 
development and retention for better patient outcomes.

Substance
abuse

Text Understanding mental 
health content

To improve understanding of mental illnesses. Multiple
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Current state-of-the-art Datasets
NLP X Mental Health 

Source: T. Saha, S. Chopra, S. Saha, P. Bhattacharyya and P. Kumar, "A Large-Scale Dataset for 
Motivational Dialogue System" 2021 International Joint Conference on Neural Networks (IJCNN)



Speaker and Time-aware Joint Contextual Learning for 
Dialogue-act Classification in Counseling Conversations

Ganeshan Malhotra⧪, Abdul Waheed♠, Aseem Srivastava❖, Md. Shad Akhtar❖, Tanmoy Chakraborty❖

⧪ BITS Pilani  ♠ MAIT Delhi         ❖ IIIT - Delhi 

WSDM 2022



Jackie, How are you?

Great! How are you?

Thanks for asking. I see that you have 
signed a release so I could talk to your 
mother and that she brought you in 
today. What’s going on there?

My family thinks I have a drinking 
problem.

Your family thinks you have a drinking 
problem. Right?

Information Request

Information Delivery

Greeting

Greeting

Clarification Request

Yeah. So we really started this was this 
past weekend. They came to pick me up 
for my bridal  shower.  And  I  was  I  was  
drunk  when they came to get me so I 
couldn’t go and now everybody’s pretty 
pissed at me.

Clarification Delivery

            Therapist Patient

Therapist Patient 
Counseling Dialogue

Dialogue-acts

Speaker and Time-aware Joint Contextual Learning for Dialogue-act Classification in Counselling Conversations In Proceedings of the WSDM '22.

HOPE: Mental Health cOunselling of PatiEnts.

12.9k Utterances from 212 dialogue sessions 
with 12 dialogue act labels divided into 
3 hierarchies designed carefully to cater to 
the specific needs of counselling session.

Sources: Youtube, Counseling Training 
Portals, Public Counseling Channels.

HOPE Dataset



HOPE: Mental Health cOunselling of PatiEnts.

12.9k Utterances from 212 dialogue 
sessions with 12 dialogue act labels divided 
into 
3 hierarchies designed carefully to cater to 
the specific needs of counselling session.

Sources: Youtube, Counseling Training 
Portals, Public Counseling Channels.

Speaker and Time-aware Joint Contextual Learning for Dialogue-act Classification in Counselling Conversations In Proceedings of the WSDM '22.

HOPE Dataset
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Speaker and Time-aware Joint Contextual Learning for Dialogue-act Classification in Counselling Conversations In Proceedings of the WSDM '22.

Task: Dialogue Act Classification

Understanding the importance of

- Speaker knowledge
- Contextual Knowledge



More than 6% relative improvement
marginal yet effective

Results



Speaker Aware 
Utterance 
Representations

Speaker Invariant 
Utterance 
Representations

Result Analysis



The better we understand, the more likely we are to 
create something of significance. 

          - Simon Sinek



An essential component is 
understanding directives 

of utterances

Dialogue Act: It deals with understanding the intended 
requirements of the utterances. 

This essentially act as one of the precursors for the 
dialogue response generation.



An essential component is 
understanding directives 

of utterances

Dialogue Act: It deals with understanding the intended 
requirements of the utterances. 

This essentially act as one of the precursors for the 
Dialogue Response Generation



Multi-Domain Dialogue Acts and Response Co-Generation (Wang et al., ACL 2020)



Dialogue-Act Prediction of Future Responses Based on Conversation History (Tanaka et al., ACL 2019)



Response-act Guided Reinforced Dialogue Generation 
for Mental Health Counseling

Aseem Srivastava⧪, Ishan Pandey⧪, Md. Shad Akhtar⧪, Tanmoy Chakraborty♠

⧪ IIIT - Delhi  ♠IIT Delhi

WWW 2023



The Task: Response Generation

- A simple response generation task.

- Exploit future dialogue-acts (response-acts) 
in guiding the RL-model to generate the 
intended response and maintain the flow of 
counselling conversation. 

Response-act Guided Reinforced Dialogue Generation for Mental Health Counseling | WWW '23



Proposed Model: READER 

READER: REsponse-Act guided reinforced Dialogue genERation modelResponse-act Guided Reinforced Dialogue Generation for Mental Health Counseling of WWW '23



Proposed Model: READER 

READER: REsponse-Act guided reinforced Dialogue genERation modelResponse-act Guided Reinforced Dialogue Generation for Mental Health Counseling of WWW '23

READER is composed of 
three heads

- RAC-Head
- V-Head
- LM-Head



Proposed Model: READER 

READER: REsponse-Act guided reinforced Dialogue genERation modelResponse-act Guided Reinforced Dialogue Generation for Mental Health Counseling of WWW '23

RAC Head

- Responsible for Response-act classification
- Considers the SOTA Model by Malhotra et al. 

for referencing.



Proposed Model: READER 

READER: REsponse-Act guided reinforced Dialogue genERation modelResponse-act Guided Reinforced Dialogue Generation for Mental Health Counseling of WWW '23

LM Head

- Just a simple GPT2 with an additional 
LM-Head layer on top of it.

- Considers the SOTA Model by Malhotra et al. 
for referencing.



Proposed Model: READER 

READER: REsponse-Act guided reinforced Dialogue genERation modelResponse-act Guided Reinforced Dialogue Generation for Mental Health Counseling of WWW '23

V-Head

- Responsible for accumulating the reward parameters from LM-Head 
and RAC-Head to produce reward.



Proposed Model: READER 

READER: REsponse-Act guided reinforced Dialogue genERation modelResponse-act Guided Reinforced Dialogue Generation for Mental Health Counseling of WWW '23



Results & Ablation

- READER beats the best-performing baseline across 10 out of 11 metric scores with a significant 22% increase in R1 Score  

Response-act Guided Reinforced Dialogue Generation for Mental Health Counseling | WWW '23



Task: Dialogue-act Classification

https://colab.research.google.com/drive/1BEbhMRKKmytfx5MSthdHsinYVhuovIsh
?usp=sharing

We will continue the 
tutorial from 11.50.

https://colab.research.google.com/drive/1BEbhMRKKmytfx5MSthdHsinYVhuovIsh?usp=sharing
https://colab.research.google.com/drive/1BEbhMRKKmytfx5MSthdHsinYVhuovIsh?usp=sharing


A SHORT BREAK
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Is understanding module enough?

Experts maintain 
Counseling Notes



Counseling Summarization using 
Mental Health Knowledge Guided Utterance Filtering

Aseem Srivastava⧪, Tharun Suresh⧪, Sarah (Grin) Lord♠❖ Md. Shad Akhtar⧪, Tanmoy Chakraborty⧪

⧪ IIIT - Delhi  ♠University of Washington      ❖Mpathic.ai

KDD 2022



Understanding Counseling Conversations
- During a counseling session, an expert engages in a conversation with the 

client. 

- When providing counseling, a mental health professional also has to 
summarize the key points in a summary aka ‘counseling note’.

- To meet the shortage in the mental health providers, 
there is a need to build AI-based 
summarization modules. 



Summary

● Understanding Client 

● Counseling Summary 

- Topic
- Symptoms / Reasoning
- Story
- Routine Conversation

Use of state-of-the-art deep 
learning models to generate 
quality summary.

Dialogue Summary Generation

Counseling Summarization Using Mental Health Knowledge Guided Utterance Filtering In Proceedings of KDD '22



- HOPE - Cognitive behaviour 
therapy

- A session contains psychotherapy 
elements viz. symptoms, history of 
mental health issues (reflecting), or 
the discovery of the patient’s 
behavior along with some 
discussion filler.

- We refer to these important 
components as counseling 
components.

Dialogue Summary Generation

Counseling Summarization Using Mental Health Knowledge Guided Utterance Filtering In Proceedings of KDD '22



Understanding Counseling Conversations

Jackie, How are you?

Great! How are you?

Thanks for asking. I see that you have 
signed a release so I could talk to your 
mother and that she brought you in 
today. What’s going on there?

My family thinks I have a drinking 
problem.

Your family thinks you have a drinking 
problem. Right?

Yeah. So we really started this was this 
past weekend. They came to pick me up 
for my bridal  shower.  And  I  was  I  was  
drunk  when they came to get me so I 
couldn’t go and now everybody’s pretty 
pissed at me.

            Therapist Patient

Therapist Patient 
Counseling Dialogue

Summary

- We worked on counseling based 
conversations are dyadic.

- Session ends with a counseling not 
containing summary.



Summarization of Counseling Conversations

- HOPE - Cognitive behaviour 
therapy

- A session contains psychotherapy 
elements viz. symptoms, history of 
mental health issues, or the 
discovery of the patient’s behavior 
along with some discussion filler.

- We refer to these important 
components as counseling 
components.



Summary of Our Contributions
- MEMO: A novel counseling summarization dataset - MEMO. We also curate a 

novel annotation scheme for psychotherapy elements in utterances of 
counseling dialogue. (MEMO: Mental hEalth suMmarizatOn dataset)

- ConSum: A novel summarization model that exploits mental health domain 
knowledge and counseling components. (ConSum: Counseling Summarization)

- MHIC: We propose a new problem specific metric to evaluate summaries,  MHIC 
metric which reasonably evaluates summaries that are most useful from a 
counseling perspective. (MHIC: Mental Health Information Capture )



MEMO: Mental Health Summarization Dataset
- Counseling components mostly contribute 

towards successful interventions.

- Discussion barely add relevance to the 
summary generation. 

- We labeled utterances with four 
fine-grained labels



MEMO: Mental Health Summarization Dataset



The Task: Counseling Summarization
- We represent the task as a summary generation task.

- We filter essential utterances to exploit essential knowledge while generating 
summaries.

- ConSum, a domain knowledge guided encoder-decoder deep learning model 
generates summary corresponding to each counseling conversation.



ConSum: Counseling Summarization Model

Complete architecture is divided into 
three filtering modules:

1. Discussion Filler Classifier (DFC)

2. Mental Health Knowledge Infused 
Utterance Selection (MHKnow)

3. Counseling Components Classifier (CCC)



ConSum: Counseling Summarization Model

Discussion Filler Classifier (DFC)

DFC performs a binary classification task 
to mask utterance with relevant or 
irrelevant.

The output is a mask array [𝜏], 
where 𝜏𝑖 is a mask value of utterance U𝑖 



Counseling Components Classifier (CCC)

CCC uses contextual knowledge and 
attention to classify four counseling 
components.

ConSum: Counseling Summarization Model



Mental Health Knowledge Infused 
Utterance Selection (MHKnow)

ConSum uses PHQ-9 lexicons to 
compute BERTScore similarity between 
lexicons and input utterance.

This creates a mask-array, 𝜎𝑖 containing 1 
for cases where intervention similarity 
score is less than the threshold and 0 
otherwise.

ConSum: Counseling Summarization Model



Summary Decoder – T5

ConSum filters utterances with the help of all 
mask arrays. 

The final subset of utterances with domain 
knowledge and counseling components are 
passed through the decoder to generate 
summary. 

ConSum: Counseling Summarization Model



Results & Ablation: Intrinsic Eval

ConSum beats the best baselines  by a margin of + 11.12 R1 and + 0.905 BS.



Results & Ablation: MHIC Metric

Plot shows that our model, ConSum is able to capture counseling components better than T5

Mental Health Information Capture (MHIC)

- We propose a new domain-centric metric.
- Exploits the counseling components and R1 score to 

evaluate the generated summaries. 

where

Counseling Components



Result Analysis: Human Eval



Understanding OMHCs and peer interactions

Online Mental Health Communities (OMHCs) are virtual spaces where individuals 
come together to discuss, share, and support each other in matters related to 
mental health.

Peer therapy involves individuals with shared experiences providing mutual 
support and understanding.



Human-AI Collaboration | Peer Counseling
Hybrid

Super Expensive

People post their problems online and other peers provide support online.

Free! But has its own challenges



Tony Wang, Haard K Shah, Raj Sanjay Shah, Yi-Chia Wang, Robert E Kraut, and Diyi Yang. 2023. Metrics for Peer Counseling: 
Triangulating Success Outcomes for Online Therapy Platforms. (CHI '23) USA



Tony Wang, Haard K Shah, Raj Sanjay Shah, Yi-Chia Wang, Robert E Kraut, and Diyi Yang. 2023. Metrics for Peer Counseling: 
Triangulating Success Outcomes for Online Therapy Platforms. (CHI '23) USA



Critical Behavioral Traits Foster Peer Engagement in Online Mental Health Communities

How user behavior affects support delivery?
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How user behavior affects support delivery?



Critical Behavioral Traits Foster Peer Engagement in Online Mental Health Communities

How user behavior affects support delivery?



Current state of mental health x NLP



Current state-of-the-art LLMs in NLP X Mental Health 

MentaLLamA MentalBART MentalT5

Fine-tuned Vicuna-33B 
covering 8 mental health 
analysis tasks.

Fine-tuned BART-Large 
covering 8 mental health 
analysis tasks. 

Fine-tuned T5-Large covering 8 
mental health analysis tasks.



MentaLLaMA - the current SOTA

Dataset

LLMs

Training Style

Evaluation

IMHI Dataset



MentaLLaMA - the current SOTA

Dataset

LLMs

Training Style

Evaluation

LLaMa - 7B
LLama - 13B
LLama - 70B

70 billion parameters at 16-bit precision 
(2 bytes) equals about 140 GB in 
memory (70,000,000,000 x 2B = 140 
GB)



MentaLLaMA - the current SOTA

Dataset

LLMs

Training Style

Evaluation

PeFT technique LoRA



MentaLLaMA - the current SOTA

Dataset

LLMs

Training Style

Evaluation

PeFT technique LoRA



MentaLLaMA - the current SOTA

Dataset

LLMs

Training Style

Evaluation BERTScore and Human Ratings



Ethical Considerations



Major types of considerations

● Dataset Sensitivity.
● Moral Considerations.

● Legal Considerations.
● Other Considerations.



Major types of considerations

● Dataset Sensitivity.
● Moral Considerations.

● Legal Considerations.
● Other Considerations.

Data Collection and Privacy
1. Collection of sensitive mental health data.
2. Important to anonymize and de-identify.
3. Mitigating potential risks of re-identification.



Major types of considerations

● Dataset Sensitivity.
● Moral Considerations.

● Legal Considerations.
● Other Considerations.

Representativeness
1. Biases in mental health datasets results in bias in model.
2. Under-representation or over-representation of certain groups.



Major types of considerations

● Dataset Sensitivity.
● Moral Considerations.

● Legal Considerations.
● Other Considerations.

Informed Consent
1. Clear and informed consent processes.
2. Obtaining informed consent for mental health data is challenging.



Major types of considerations

● Dataset Sensitivity.
● Moral Considerations.

● Legal Considerations.
● Other Considerations.

Data Protection Laws
1. Such as GDPR apply to mental health data in NLP research.



Major types of considerations

● Dataset Sensitivity.
● Moral Considerations.

● Legal Considerations.
● Other Considerations.

Patient Rights
1. Rights of individuals in the context of mental health data.
2. Balance between research progress and individual rights.



Major types of considerations

● Dataset Sensitivity.
● Moral Considerations.

● Legal Considerations.
● Other Considerations.

Monitoring
1. The role of institutional review boards (IRBs) in overseeing research.



Major types of considerations

● Dataset Sensitivity.
● Moral Considerations.

● Legal Considerations.
● Other Considerations.

Impact on Vulnerable Populations
1. Effect of models on vulnerable individuals or communities.
2. Harms and benefits of NLP applications in mental health.



Major types of considerations

● Dataset Sensitivity.
● Moral Considerations.

● Legal Considerations.
● Other Considerations.

Stigmatization
1. Biased models may reinforce mental health stigmas.



Major types of considerations

● Dataset Sensitivity.
● Moral Considerations.

● Legal Considerations.
● Other Considerations.

Dual-Use Dilemma
1. Technology developed for research can be used for non-beneficial or harmful purposes.



Major types of considerations

● Dataset Sensitivity.
● Moral Considerations.

● Legal Considerations.
● Other Considerations.

Explainability and Transparency
1. Model interpretability is important in mental health applications.
2. Black-box models in clinical settings might be harmful.



Major types of considerations

● Dataset Sensitivity.
● Moral Considerations.

● Legal Considerations.
● Other Considerations.

Collaboration with Domain Experts
1. Need for collaboration between NLP researchers and mental health professionals to ensure ethically 

sound practices.



Research @ LCS2



Broad Research Areas @ LCS2

88



Team @ LCS2

Faculty:

- Dr. Md Shad Akhtar, Assistant Professor, IIITD
- Dr. Tanmoy Chakraborty, Associate Professor, IITD

● 15 PhDs
● 8 RAs
● Multiple MTechs, BTechs, and Interns
● Multiple Collaborators



Thank You!
Q/A

http://lcs2.iiitd.edu.in @lcs2iiitd@lcs2-iiitd

http://lcs2.iiitd.edu.in

